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1 Introduction

Sales advice is pervasive in transactions where consumers cannot assess the product’s quality or its utility prior to the purchase because of its complexity or number of experience attributes. Consumer electronics, insurance, banking and medical care contracts are important examples. In persuading the consumer, the seller can tell an outright lie about the desirability of the product, for instance, by exaggerating the quality of a financial product with the “hope to gain high commissions, or to achieve their sales targets for certain product”. But the seller can also choose to give vague advice such as when a financial advisor does “not clearly define or explain the benchmarks for ‘low-risk’, ‘mid-risk’, or ‘high-risk’. As a result, the client may not have accurately reflected his or her risk preferences” (see EC (2011), pp. 49-50).

Giving a misleading sales pitch, although profitable, may come at a cost. Customers complain because the product does not meet their expectations. These complaints damage the seller’s reputation, draw the attention of consumer associations and may even trigger an enforcement action by a regulator or result in litigation. Indeed, the types of products and services mentioned above consistently top the list of consumers complaints worldwide, which raises the policy relevance of the problem.\footnote{See the lists from the Federal Trade Commission: \url{http://www.ftc.gov/opa/2010/02/2009fraud.shtm} and the Office of Fair Trading: \url{http://webarchive.nationalarchives.gov.uk/20140402142426/http:/www.oft.gov.uk/shared_oft/general_policy/0FT1267.pdf}, pp. 21-24.}

This paper explores how a seller strategically uses both outright lies and vagueness, when an authority can investigate and sanction the seller for misleading the consumers. It shows that lies and vagueness are complements in the equilibrium, that is, a bigger lie is also more vague. It also sheds light on how, given the seller’s behavior and consumers’ reaction, the authority should decide on the standard of proof as well as on the resources devoted to the investigation.

In the model, buyers are interested in buying a product that has some attributes whose usefulness will only become fully known through the use (Nelson (1970)). The seller knows the product’s features but does not know how well they fit with the buyer’s needs. As a result, the buyers’ valuations for the product, determined by the quality of the match between the product characteristics and buyers’ idiosyncratic preferences, are unknown at the point of sale.

The seller gives advice about the product. It generates an informative signal equal to the sum of the true match quality and an error term, both normally distributed.
The error term represents frictions in the communication as well as the experience features of the product. The seller secretly chooses its mean ("bias") and publicly its variance ("noise"). The posterior valuation of the product is the buyer’s willingness to pay after the sales pitch. Some consumers are rational and correctly update their beliefs while others are credulous with the posterior equal to the signal realization.\textsuperscript{2} The posterior valuation is shared in a fixed proportion between the seller and the buyer.

The bias unambiguously increases the perceived quality of the product and thus the seller’s revenues. Because the (biased) signal is, on average, better than the true match quality, the seller wants rational buyers to pay more attention to the (biased) advice rather than to the prior. As a result, the seller would like to accompany a larger bias with a smaller noise. These incentives are akin to the ones in Johnson and Myatt (2006) for niche markets.\textsuperscript{3}

However, the bias does not come for free. Misled buyers learn through use the true match quality and complain, which triggers an action by an authority that might be a consumer protection authority, a sectoral regulator or the court depending on the product and the country. The authority investigates the seller by surveying a random sample of customers or sending mystery shoppers. Based on this information, it estimates the bias and determines whether there is enough evidence that the seller has misled consumers by biasing his signal. More precisely, the authority presumes the innocence of the seller. That is, its null hypothesis is that there has been no bias. It then tests whether this null hypothesis can be rejected in favor of the alternative hypothesis of a positive bias. In doing so, it uses a significance level which is the standard of proof. If the seller is found guilty, he has to pay a fine that depends on the estimated bias. A larger bias always increases the expected fine. Noise affects the expected fine through two channels: it decreases the probability that the seller is found guilty but increases the fine if the seller is found guilty. The total effect is U-shaped. For a given bias, the costs are minimized at some intermediate level of noise.

We show that when the choice of the amount of information is endogenously

\textsuperscript{2}Our model does not need credulous consumers to generate the main results but they make misleading by the seller harmful and allow for additional interesting comparative statics.

\textsuperscript{3}Building on Lewis and Sappington (1994), Johnson and Myatt (2006) show the following. In a niche market, the price is above the prior expected valuation and, hence, in the absence of any information the buyer will not buy the product. The seller wants to provide as much (precise) information as possible since he benefits from the heterogeneity in the posterior valuations. The opposite happens in a mass market where the price is below the prior expected valuation.
linked to the future fine, two new important results emerge. First, unlike Johnson and Myatt (2006), extreme policies regarding information disclosure are no longer optimal. Instead, the seller only discloses partial information about the product. Second, bias and noise are complements, that is, the seller “hides” a larger bias with a larger noise. For instance, in a less onerous punishment regime with a stricter standard of proof, the seller uses a larger bias. As a result, there is more need for noise. This is despite the fact that rational buyers pay less attention to the signal when the noise is larger and, therefore, are less easily swayed by bias.

We then characterize the optimal policy of the authority, assuming that some of the sellers are honest and never bias their advice. The policy of the authority consists of a standard of proof and the amount of resources devoted to the investigation which is reflected by the number of sampled consumers. The authority then minimizes a combination of the consumers’ harm, the fines paid by honest sellers and the costs of investigation. A lower standard of proof reduces the sellers’ incentives to bias their advice, but increases the likelihood of imposing a fine on honest sellers (type I error). The larger the scope of the investigation, the more precise the authority’s test should be. This decreases both the bias and the type I error, but costs more in terms of resources. We find that the optimal standard of proof is lower and more resources are devoted to the investigation in a market where consumers are more heterogenous or there are more credulous consumers. A higher share of honest sellers leads to a higher standard of proof but the effect on the scope of investigation is non-monotonic.

Biasing the advice can be seen as a form of false advertising which arises when a low quality firm advertises itself as being high quality, that is, when the equilibrium of the signalling game is (semi-)pooling. While it was discussed by Nelson (1974), it has received attention only recently (see Renault (2016) for the latest survey of the advertising literature). In Corts (2013), Piccolo, Tedeschi and Ursino (2015) and Rhodes and Wilson (2018) consumers are rational and the firm uses advertising to signal its quality; a possible fine makes false advertising costly. In Glaeser and Ujhelyi (2010) and Hattori and Higashida (2012) consumers are credulous and false advertising boosts the demand and hence reduces the quantity distortion coming from the imperfect competition. Formally, however, our model is quite different since it

---

4The literature on strategic communication with lying costs as, for example, Kartik (2009), assumes some exogenous lying costs that put some discipline on the sender. Inderst and Ottaviani (2013) analyze contract cancellation and product return policies in a market where a more informed seller advises the buyer. Since advice in their model takes the form “to buy” or “not to buy”, there is no room for the seller to use noise, only bias. We micro-found the lying costs as well as explicitly separate the content of information and its precision.
is a signal-jamming model à la Holmström (1999) with the specific feature that the seller also chooses the variance of the signal observed by the buyers.

This paper is also related to the literature on litigation and contributes to it in three important ways. First, we microfound the signal obtained by the court about the behavior of the defendant (seller) while typically the literature assumes some unspecified process by which the defendant’s action generates a signal. Second, we allow the defendant to change the quality of the signal (variance) about the harmful action (bias). Finally, we let the policy of the court (authority) change the equilibrium communication between the seller and the buyers rather than just the individual decision problem as in most papers.

The rest of the paper is organized as follows. Section 2 introduces the model. Section 3 solves for the equilibrium bias and noise. Section 4 characterizes the optimal policy of the authority. Section 5 considers the scenario when the price is fixed. Section 6 concludes. The proofs are contained in the Appendix.

2 The model

Buyers approach the seller in order to get information about his product and buy it. The seller does not know their product valuations while the buyers do not know the quality of the product and its features. Thus, at the beginning of the interaction, the match quality of the transaction, \( \theta \), is unknown both to the seller and the buyer. Both the seller (“he”) and the buyers (“she” when in singular) know that \( \theta \) is distributed as \( N(\mu, \sigma^2) \). The average surplus from the interaction is thus \( \mu \) while \( \sigma^2 \) reflects buyers’ heterogeneity. Buyers learn \( \theta \) after buying the product. The production costs are normalized to zero. The number of buyers is normalized to be of measure 1.

The communication process and buyers’ valuation The seller provides information to buyers by revealing product characteristics, giving advice, advertising,

---


6This specification is also used in the advertising literature where it is assumed that the reservation price (or “match value”) is unknown to the firm and to the consumer. See, for instance, Anderson and Renault (2006, 2009) and Johnson and Myatt (2006). This is of course also the setting used in the persuasion literature (e.g., Kamenica and Gentzkow (2011)), where the sender and the receiver have the same prior and the sender commits to the signal technology before knowing the realization of the state.
etc. In doing so, he can distort the communication strategically: he can exaggerate some positive features of the product and also be vague about them. More precisely, the seller provides information that generates an informative but possibly biased and noisy signal $S$ which takes the following form:

$$S = \theta + \varepsilon,$$

where $\varepsilon$ is the distortion introduced by the seller. It is distributed normally, $\varepsilon \sim \mathcal{N}(\beta, \eta^2)$, and both moments are controlled by the seller. We refer to $\beta$ as bias and to $\eta$ as noise. The signal is therefore distributed as $\mathcal{N}(\mu + \beta, \sigma^2 + \eta^2)$; denote its cdf and pdf by $G$ and $g$, respectively. We assume that the noise is bounded from above since the seller is usually obliged to provide at least some information about the product.\(^7\) We also assume that there is some minimum level of noise due to the product experience features. Otherwise, the seller could perfectly reveal the match quality which, by assumption, he does not know.

There are two types of buyers: rational and credulous, with shares $1 - c$ and $c$, respectively. Credulous buyers do not understand that the seller might provide biased and imprecise information and blindly believe the seller’s signal. These buyers think that their valuation is equal to the realization of the signal.\(^8\)

Rational buyers, instead, correctly interpret the signal. In particular, they do not observe the bias but have conjecture $\hat{\beta}$ about it (which has to be correct in the equilibrium). However, they observe the noise, since they can evaluate how precise the seller’s explanations are, how many details he provides, whether there is a trial period, etc. See the previous version Drugov and Troya-Martinez (2012) for the case of unobservable noise which yields qualitatively the same results. This also explains why we assume that the buyer’s conjecture does not depend on the observed noise.

\(^7\)For instance, in the UK, “A Key Features Document is required to be provided for life policies, personal pensions schemes, stakeholder pensions schemes, investment trust savings schemes and cash deposit ISAs.” (http://www.fca.org.uk/firms/being-regulated/meeting-your-obligations/cobs/disclosure).

\(^8\)See Glaeser and Ujhelyi (2010) and Hattori and Higashida (2012) for models of credulous consumers and false advertising and Kartik, Ottaviani and Squintani (2007) for credulous receivers in a cheap talk model.

There is an extensive empirical evidence about credulous buyers. For instance, De Franco, Lu and Vasvari (2007) and Malmendier and Shanthikumar (2014) find that individual investors take the analysts’ recommendations at face value while institutional investors adjust for the analysts’ credibility. OFT (2011) highlights the evidence that “people with less education seem to place more trust in advisers” (p.57). More examples and evidence can be found in Gabaix and Laibson (2006), Inderst and Ottaviani (2009) and DellaVigna and Gentzkow (2010).

Alternatively, credulous consumers have an (improper) uniform prior over $\theta$ or they are in fact rational buyers that have a lapse with probability $c$. 
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which is an assumption used in the literature, see, for example, Judd and Riordan (1994).

A rational buyer who received realization $s$ of the signal has the expected match quality equal to

$$E \left[ \theta \mid s, \eta, \tilde{\beta} \right] = \mu + \left( s - \mu - \tilde{\beta} \right) \frac{\sigma^2}{\sigma^2 + \eta^2}. \tag{1}$$

A rational buyer takes the signal into account with the weight proportional to the prior variance. Expression (1) can also be written as $\left( \frac{\mu}{\sigma^2} + \frac{s - \tilde{\beta}}{\eta^2} \right) / \left( \frac{1}{\sigma^2} + \frac{1}{\eta^2} \right)$, that is, as the weighted average of the ex-ante quality of match and the ex-post signal realization (corrected for the bias), where the weights are precisions of the prior and the signal.

We assume that the seller charges the whole valuation of the buyer, though the results hold also for any fixed fraction.\textsuperscript{9} That is, the seller sees the effect that the realization of the signal, $s$, has had on the buyer and hence, he knows that a rational buyer is ready to pay up to $E \left[ \theta \mid s, \eta, \tilde{\beta} \right]$ while a credulous one is ready to pay up to $s$.\textsuperscript{10} Therefore, the seller’s revenues are equal to the expected valuation of the buyer:

$$R(\beta, \eta) = (1 - c) \int_{-\infty}^{+\infty} E \left[ \theta \mid s, \eta, \tilde{\beta} \right] g(s) ds + c \int_{-\infty}^{+\infty} s g(s) ds$$

$$= \mu + (1 - c) \left( \beta - \tilde{\beta} \right) \frac{\sigma^2}{\sigma^2 + \eta^2} + c \beta. \tag{2}$$

The seller extracts from the buyer the prior expected quality of match $\mu$ plus how much the buyer is misled into thinking that the product is better than it is. Note as well that the revenues decrease with the noise $\eta$ if $\beta > \tilde{\beta}$ since rational buyers pay less attention to the signal, i.e., place a smaller weight on it.

\textsuperscript{9}It is mainly done for technical reasons since we can then integrate with respect to the whole support of the signal distribution. However, there is also evidence that the use of bargaining and its consequent price discrimination has recently increased in the retail sector in areas such as travel agents, car dealers, credit card companies and electrical retailers (see The Sunday Times (2008), The Telegraph (2008) and The Economist (2009)). Section 5 considers a fixed price.

\textsuperscript{10}This entails some negative payments which can be made negligible by making the average quality $\mu$ high enough. As we will see later, $\mu$ does not affect equilibrium bias and noise (Corollary 1). It also means that the seller always sells to the consumer. This is in the spirit of the career concerns models (Holmström (1999)), where a worker always gets a wage. The only reason it is done both there and in this paper is technical as it allows to integrate over the whole support of the distribution. In a different model, Spiegler (2006) also allows prices to be negative for technical reasons.
**Estimated bias and seller’s costs** When the buyers buy the product and start using it, they discover the true match quality. For some buyers, it will be lower than expected, and they will complain to a public body that we call the “authority” throughout the paper. We assume that this authority can inflict a punishment on the seller. Depending on the nature of the authority, the punishment may be publishing a negative report, ordering to withdraw a certain advertisement, prohibiting a certain commercial practice, refusing to grant a licence or imposing a fine on the seller. For the sake of simplicity, we take the last meaning and treat the punishment as a monetary fine.

Since bias is a deliberate and conscious way to mislead consumers, it is illegal and a fine is imposed on the seller if evidence of a positive bias is established.\(^{11}\) The noise, however, is not punished since due to the experience nature of the product, there is some minimum noise that may be seller specific. Furthermore, the seller may provide information that is vague and open to interpretation, so that the buyers themselves make personal, independent, errors of interpretation. Poor information at the point of purchase may also be due to incompetent sales staff who have trouble giving clear advice. If these incompetent sales staff are nonetheless objective (i.e., they do not use bias), the buyers will not be misled on average.

The authority conducts an investigation by taking a random sample of \(N\) buyers in order to estimate the bias introduced by the seller. It can also send “mystery shoppers” to the seller who will report their experience afterwards. Competition and consumer protection authorities from the US and the European countries routinely commission mystery shopping exercises as part of their market studies.\(^{12}\)

Each mystery shopper (or buyer) \(i = 1, \ldots, N\) reports the signal \(s_i\) observed from the seller and quality \(\theta_i\).\(^{13}\) Having received their reports, the authority uses a statis-
tical test to determine if the seller has used some bias. It computes the error terms \( \varepsilon_i = s_i - \theta_i \) and estimates the bias as

\[
\hat{\beta} = \frac{1}{N} \sum_{i=1}^{N} \varepsilon_i
\]  

Since \( \varepsilon_i \sim \mathcal{N}(\beta, \eta^2) \), this estimator is distributed as \( \mathcal{N}\left(\beta, \frac{\eta^2}{N}\right) \).

There is presumption of innocence, that is, by default the seller is assumed not to have introduced any bias, unless enough evidence is provided.\(^{14}\) To determine how convincing the evidence about the use of bias should be, the authority uses a standard hypothesis test where the null hypothesis of no bias, \( H_0 : \beta = 0 \), is assessed against the alternative \( H_1 : \beta > 0 \). The authority constructs the statistics \( \frac{\hat{\beta}}{\eta/\sqrt{N}} \) which, under the null \( H_0 \), is distributed as \( \mathcal{N}(0, 1) \). Denote \( z_\alpha \) the threshold such that \( H_0 \) is rejected and hence, the seller is found guilty of biasing if and only if \( \frac{\hat{\beta}}{\eta/\sqrt{N}} \geq z_\alpha \), where \( \alpha \) is the significance level of the test (i.e., the probability of incorrectly rejecting the null hypothesis). A natural interpretation of \( z_\alpha \) is the “standard of proof”. With a higher \( z_\alpha \) (lower \( \alpha \)), it is more difficult to reject \( H_0 \) and, therefore, the authority needs more evidence to convict the seller. For instance, if \( \alpha = 5\% \), then \( z_\alpha \approx 1.64 \), and if \( \alpha = 10\% \), then \( z_\alpha \approx 1.28 \).

It is widely accepted that penalties imposed on firms should be proportionate to the harm (the consumer detriment) caused by the firm’s violations. Accordingly, if the seller is found guilty, a fine is imposed which is an increasing function of the estimated bias \( \hat{\beta} \). In this section, we take the fine to be equal to \( \hat{\beta} \) and consider punitive damages and damages that depend on the share of credulous consumers \( dc\hat{\beta} \) in the end of Section 4. Therefore, the authority uses a two-stage enforcement procedure that first determines whether bias has been used and, if the firm is found guilty, then determines the penalty. This is the standard procedure in practice.\(^{15}\)

\(^{14}\)The presumption of innocence is natural in court. When it is a competition authority that punishes the seller the presumption of innocence is explained by the fact that the competition authority may need to defend its position in court if the seller decides to appeal.

\(^{15}\)For example, Sunstein et al. (2002) say (p. 8): “...the jury must first determine what is called the liability of the defendant. The question here is whether the jury finds the defendant to be liable - legally responsible - for the harm suffered by the plaintiff. If the jury finds the defendant liable, the jury must secondly determine the level of damages that will compensate the plaintiff for the harm suffered by the actions of the defendant...” (italics in the original).
The seller’s costs are the expected fine:

\[ C(\beta, \eta) = \frac{\eta}{\sqrt{N}} \int_{z_{\alpha}}^{+\infty} zdH(z) \]  

\[ = \beta \left( 1 - \Phi \left( z_{\alpha} - \frac{\beta \sqrt{N}}{\eta} \right) \right) + \frac{\eta}{\sqrt{N}} \phi \left( z_{\alpha} - \frac{\beta \sqrt{N}}{\eta} \right) \]  

where \( z \sim \mathcal{N} \left( \frac{\beta \sqrt{N}}{\eta}, 1 \right) \) and \( H \) is its cdf (it is the distribution of \( \frac{\beta}{\eta / \sqrt{N}} \)); and \( \Phi \) and \( \phi \) are the cdf and pdf of the standard normal random variable, respectively. The first term in (4b) corresponds to how much the seller pays on average multiplied by the probability of being found guilty. The second term corrects for the selection bias as the truncation selects higher values of \( \frac{\beta}{\eta / \sqrt{N}} \). The crucial property of this cost function is that it is U-shaped with respect to the noise. A higher \( \eta \) makes it less likely for the seller to be found guilty (since the distribution of \( z \) shifts to the left, the integral in (4a) decreases), but increases the chances of a large fine if he is found guilty (this integral is multiplied by a larger number).

**Lemma 1** Expected fine (4) (i) increases with bias \( \beta \), (ii) decreases with noise \( \eta \) when it is smaller than \( \beta \sqrt{N} z_{\alpha} \) and increases otherwise.

## 3 Equilibrium

In this section, we derive the equilibrium of the game between the seller and the buyers for a given policy of the authority, that is, for some standard of proof \( z_{\alpha} \) and sample size \( N \). In Section 4 we find the optimal policy of the authority \((z^*, N^*)\).

The seller maximizes his profits \( \Pi(\beta, \eta) \) which are equal to the revenues (2) minus the costs (4). An equilibrium is a pair \((\beta^*, \eta^*)\) such that: (i) it maximizes seller’s profits \( \Pi(\beta, \eta) \) given rational buyer’s conjecture \( \hat{\beta} \) and, (ii) the rational buyer’s conjecture about the bias is correct, \( \hat{\beta} = \beta^* \). The next proposition derives the equilibrium in a closed form. To guarantee the existence of an interior equilibrium we make the following two assumptions. Denote \( \lambda \equiv 1 - \Phi \left( z_{\alpha} - \frac{1}{z_{\alpha}} \right) + z_{\alpha} \phi \left( z_{\alpha} - \frac{1}{z_{\alpha}} \right) \).

**Assumption 1** \( \lambda > c \).

In the equilibrium, the marginal revenue from increasing the bias is equal to \( c \) since rational consumers correctly anticipate the bias, \( \hat{\beta} = \beta^* \), see (2). The marginal
cost of the bias is the derivative of $C(\beta, \eta)$ with respect to the bias, see (9). In the equilibrium it is equal to $\lambda$ as we show below. Hence, Assumption 1 ensures that the seller does not want to increase the bias infinitely. This condition, $\lambda > c$, is relatively mild. If $\alpha = 5\%$ (i.e., $z_\alpha = 1.64$), then $\lambda \approx 0.54$. Thus, even if half of consumers are credulous, the seller is still constrained by the possible fine.

**Assumption 2** $z_\alpha \phi \left( z_\alpha - \frac{1}{z_\alpha} \right) > (1 - c) \lambda (1 - \lambda)$.

Assumption 2 ensures the second-order condition, see the proof of Proposition 1 for details. It is satisfied for $\alpha > 0.75\%$ (i.e., $z_\alpha < 2.436$) and any $c$. Alternatively, it is satisfied for any $\alpha$ and $c > 0.07$.

**Proposition 1** Under Assumptions 1 and 2, the equilibrium bias and noise are

$$\beta^* = \frac{\sigma}{\sqrt{N} z_\alpha} \sqrt{\frac{1 - \lambda}{\lambda - c}} \quad \text{and} \quad \eta^* = \sigma \sqrt{\frac{1 - \lambda}{\lambda - c}} \quad (5)$$

In equilibrium, the noise does not affect the revenues since rational buyers are not misled and pay the prior expected match quality $\mu$ while the credulous consumers overpay by $\beta^*$. Thus, for any bias, the optimal noise minimizes the costs for that bias. Since the cost function is U-shaped with respect to the noise (Lemma 1) this yields an interior solution $\frac{\beta^* \sqrt{N}}{\eta^*} = \frac{1}{z_\alpha}$. The bias increases the revenues by changing the signal distribution in the first-order stochastic dominance sense; the marginal revenue of the bias is the combination of weights of the signal in the rational and credulous buyer’s posteriors, $(1 - c) \frac{\sigma^2}{\sigma^2 + \eta^2} + c$. The marginal cost of the bias becomes $\lambda$ once the equilibrium ratio $\frac{\beta^* \sqrt{N}}{\eta^*} = \frac{1}{z_\alpha}$ is plugged in into (9); a closed-form solution is then easily found.

We now turn to the comparative statics of the equilibrium. We say that the equilibrium bias and noise are **complements in the equilibrium** if the sign of comparative statics is (weakly) the same with respect to any parameter.

**Corollary 1** The equilibrium bias and noise (5) are complements in the equilibrium. They are unaffected by the average quality $\mu$ and increase with the variance of the prior $\sigma^2$, the standard of proof $z_\alpha$ and the share of credulous consumers $c$. A larger sample $N$ decreases the equilibrium bias but does not affect the noise.

The complementarity between the noise and the bias is quite unexpected. Indeed, a straightforward intuition from observing the seller’s revenues (2) is that whenever
the bias exceeds the buyer’s conjecture the seller should minimize the noise. The reason is that this leads the buyer to assign a higher weight to the signal in her posterior. Hence, if, for instance, there is no fine but the bias is exogenously bound from above, the seller selects the highest bias and the minimum possible noise. Similarly, Johnson and Myatt (2006) find that the optimal noise is extreme. In our model, the complementarity comes from the U-shaped effect of the noise on the expected fine and the fact that (rational) buyers are not misled in the equilibrium.

The average quality \( \mu \) does not affect the bias and the noise. Since the seller sells for any realization of the signal and the buyer’s valuation is linear in quality, the seller’s expected revenues are additive in \( \mu \). His marginal incentives then do not depend on \( \mu \).

When the prior is less precise, that is, \( \sigma^2 \) is larger, it becomes more profitable to mislead the consumer because more attention is paid to the signal. Hence, the bias is used more. The costs are unaffected by \( \sigma^2 \) per se. However, as the bias increases, a higher noise should be used to bring the “standardized” bias \( \frac{\beta \sqrt{N}}{\eta} \) down to its optimal level \( \frac{1}{z_\alpha} \). Also, the noise is proportional to \( \sigma^2 \) since it is the ratio of the two that determines the weights in the buyer’s posterior (1). The parameter \( \sigma^2 \) reflects buyers’ heterogeneity. Hence, when buyers are more heterogeneous, we should expect larger bias and noise.

A stricter (i.e., higher) standard of proof \( z_\alpha \) makes it more difficult to convict the seller so the bias becomes cheaper. However, it also increases the cost minimizing noise \( \eta = z_\alpha \beta \sqrt{N} \), see Lemma 1(ii). With more noise, the buyers pay less attention to the signal and thus are less easily swayed by bias, making the use of bias less profitable. Overall, we find that this last effect is always dominated by the cost reduction, and as a result, the bias increases with a larger \( z_\alpha \).

The equilibrium bias increases with the share of credulous consumers since marginal returns to bias are higher. Since the cost-minimizing noise is increasing in the bias, the equilibrium noise then also increases.

When the authority increases the sample size \( N \), the seller should counteract this increase in the precision of the bias estimation by increasing the noise (i.e., the cost minimizing noise shifts to the right). A larger noise decreases the marginal revenues of the bias (through a lower weight on the advice in the buyer’s updating) and the bias is used less as a result. Since his advice is less biased, the seller also needs less noise to “hide” his misleading practice. It turns out that the noise decreases by
enough to compensate the original increase which leads to the quite surprising result that the equilibrium noise does not depend on $N$.

Going back to our initial example of the retail investment services in Section 1, EC (2011) (pp. 66-67) found that both instruments were used together: “Shoppers were generally provided with the risk level of the proposed investments (i.e. high, mid, or low investment risk). However, the explanation of risk level appeared to be rather vague – most advisors tend to highlight the ‘low-risk’ nature of the investment, but did not give further explanation to qualify the risk level or had provided descriptions that were too general. Furthermore, while the explanation of risk by the advisor depends to some extent on the feedback he receives from the consumer, there were instances where the advisor’s descriptions of risk could be misleading.”

4 Optimal Policy

In this Section, we explore how the authority should optimally choose its policy instruments $\{z^*, N^*\}$. In order to have a non-trivial trade-off for the authority we introduce honest sellers into the model presented in Section 2. There is a growing evidence that in many markets both honest and “strategic” sellers coexist. For example, Egan, Matvos and Seru (2017), analyzing the universe of financial advisers in the US in 2005-2015, find that “...firms and advisers with clean records coexist with firms and advisers that persistently engage in misconduct” (p. 3). Another case in point is the mortgage market, see Griffin and Maturana (2016) and Piskorski, Seru and Witkin (2015). Moreover, even if checking for past misconduct is possible, many consumers fail to do so. As a result, Egan, Matvos and Seru (2017) find that “some firms specialize in misconduct and attract unsophisticated customers, and others cater to more sophisticated customers, and specialize in honesty...” (p. 4).

Hence, suppose that some sellers, of share $h$, are honest and do not bias their advice. Nonetheless their advice may be vague because there is some natural noise in communication and reducing it is costly. In other words, as strategic sellers, honest ones also have some minimum noise in the communication. Clearly, honest sellers will not increase the noise above the minimum. Denote it as $\eta^i_h$ for a honest seller $i$ and $\eta_h = E (\eta^i_h)$ the average noise of honest sellers.\footnote{We take noise $\eta^i_h$ as exogenous. Allowing honest sellers to reduce it at some cost would mitigate the negative effects of lower $z^*_a$ and $N$ on them but would not change the results qualitatively; in particular, Proposition 2 below.} The credulous consumers do
not know whether a seller is honest or not. Rational consumers know it and compute their posterior valuation correctly. The authority has to rely on “hard evidence” to convict the seller and has to use the same statistical test as before.\(^{17}\) Honest sellers are sometimes fined by mistake (type I error) and, modifying (4b) for the case \(\beta = 0\), they are fined in expectation by 
\[ C(0, \eta_h) = \frac{\eta_h}{\sqrt{N}} \phi(z_0). \]
On average, honest sellers unduly pay 
\[ \frac{\eta_h}{\sqrt{N}} \phi(z_0). \]

We also assume that the authority bears the cost of investigation which is an increasing function of the number of mystery shoppers. Let \(I(N)\) be the investigation cost, with \(I' > 0\) and \(I'' \geq 0\).

We are now ready to define the loss function that the authority minimizes through the choice of its policy instruments \(z_0\) and \(N\):
\[
\min_{z_0,N} L = (1 - h) c \frac{\sigma}{\sqrt{N} z_0} \sqrt{\frac{1 - \lambda}{\lambda - c}} + h \frac{\eta_h}{\sqrt{N}} \phi(z_0) + I(N).
\]  
(6)

The first term corresponds to the loss in consumer welfare (\(\beta^*\)) experienced by credulous consumers misled by strategic sellers. The second term is the fine unduly imposed on honest sellers and the third term is the cost of investigation. When choosing its policy instruments, the authority faces the following trade-offs. First, relaxing the standard of proof (lower \(z_0^*\)) reduces the equilibrium bias, and hence the harm on the credulous consumers. However, fines are more likely to be unfairly imposed on honest sellers. The second trade-off concerns the amount of resources devoted to an investigation. On one hand, a larger \(N^*\) reduces both the bias and the type I error; but on the other hand, it is more costly.

**Proposition 2** There is an interior optimal policy \((z_0^*, N^*)\) which solves the authority problem (6).

The optimal standard of proof \(z_0^*\) is higher for a smaller share of credulous consumers \(c\), a lower variance of the prior \(\sigma^2\), a higher average noise used by honest sellers \(\eta_h\) and a larger share of honest sellers \(h\).

\(^{17}\)Note that the authority does not use a Bayesian test. The test itself does not take into account the prior information about the share of honest sellers nor about the noise used by them. There is a long debate in the literature about the appropriateness of the “naked statistical evidence” (Kaye (1980)) (and the incidental “blue bus case” and “gatecrasher paradox” and exclusionary rules for evidence) and its optimality, see Nesson (1985), Schrag and Scotchmer (1994), Lewis and Poitevin (1997), Posner (1999) and Demougin and Fluet (2008), among others.

If rational consumers do not know the type of the seller, in the equilibrium they debias the signal by \((1 - h) \beta\) and the dishonest seller misleads them. The noise is used not only to decrease the expected fine but also to increase the revenues. The equilibrium noise is then lower than \(\beta^*\) in (5) but the exact characterization is difficult (see (10a)-(10b) with \(\tilde{\beta} = (1 - h) \beta\).
The optimal size of investigation $N^*$ is higher for a larger $c$, a higher $\sigma^2$ and a higher $\eta_h$. There is $\overline{h} \in (0, 1)$ such that $N^*$ increases with $h$ for $h < \overline{h}$ and decreases with $h$ for $h > \overline{h}$.

When choosing the standard of proof $z_\alpha$, the authority trades off the bias of strategic sellers (by which the credulous consumers are misled) against the fine imposed on honest sellers, that is, type I error. A higher standard of proof $z_\alpha$ increases the bias but decreases the fine erroneously imposed on honest sellers. When the variance of the prior $\sigma^2$ increases, the bias also increases and hence, the authority adjusts its policy by lowering $z_\alpha^*$. Therefore, the model predicts a higher buyers’ heterogeneity to be associated with a more relaxed standard of proof. A larger share of credulous consumers $c$ increases the bias and the number of consumers misled. As a result, the optimal $z_\alpha^*$ decreases. When the nature of the product is such that conveying precise information is difficult (i.e. $\eta_h$ is large), the expected fine imposed on honest sellers is large and the authority counteracts this by increasing the standard of proof $z_\alpha^*$. Finally, a higher share of honest sellers $h$ makes the cost of a type I error relatively more important and, hence, the optimal $z_\alpha^*$ increases.

The optimal size of investigation $N^*$ depends on the loss endured by the authority, which reflects the importance of the case. A higher share of credulous consumers $c$, the variance of the prior $\sigma^2$ and noise used by honest sellers $\eta_h$ all make the loss larger (for any $z_\alpha$) and the authority chooses to investigate the case better. Interestingly, the effect of a higher share of honest sellers $h$ is ambiguous. When most sellers are dishonest (low $h$), the authority cares most about the bias and sets $z_\alpha^*$ to make it low. This means that honest sellers pay high fines on average. Increasing $h$, that is, replacing one dishonest seller by an honest one, increases the loss of the authority. It then responds by increasing the precision of the test, that is, $N^*$. When most sellers are honest instead (high $h$), $z_\alpha^*$ is high so that honest sellers do not pay high fines while dishonest sellers choose a high bias. Replacing one dishonest seller by an honest one now decreases the loss of the authority and the optimal $N^*$ goes down.

The optimal standard of proof $z_\alpha^*$ can be restricted by the following upper bound. Denote by $z_{\text{max}}$ such $z_\alpha$ that $\lambda = c$. The authority will never set the optimal standard of proof above $z_{\text{max}}$ since then the seller will introduce infinite bias (see Assumption 1 and its discussion). Hence, $z_\alpha^* < z_{\text{max}}$. For example, if a quarter of consumers are credulous, then $z_{\text{max}} \approx 2.16$ which corresponds to $\alpha \approx 1.5\%$.

As is clear from (6), the authority does not care about the noise per se. If, for
instance, consumers are risk averse or there is a fixed price as in Section 5, then noise also affects welfare, and the authority should take it into account. The optimal standard of proof will then become lower: from Corollary 1 both equilibrium bias and noise increase with the standard of proof.

**Discussion** We now briefly discuss other directions in which the analysis of the optimal policy of the authority may be enriched.

We have assumed that the authority cares only about the monetary consequences of its policy: the loss suffered by credulous consumers and the fines imposed on honest sellers. It does not care per se about the fact of punishing honest sellers (type I error) and not punishing strategic sellers (type II error). It is often assumed that the court minimizes a combination of the type I and type II errors (Gennaioli and Shleifer (2007), Alesina and La Ferrara (2014)). In our model, the probability of type I error is \(1 - \Phi\left(z_\alpha\right)\) (that is, \(\alpha\) by definition) and the probability of type II error is equal to \(\Phi\left(z_\alpha - \frac{1}{z_\alpha}\right)\) in equilibrium.\(^{18}\) Introducing these two terms into the loss function (6) yields

\[
L = (1 - h) \left[ c - \frac{\sigma}{\sqrt{N} z_\alpha} \sqrt{\frac{1 - \lambda}{\lambda - c}} + \Phi\left(z_\alpha - \frac{1}{z_\alpha}\right) \right] + h \left[ \frac{\eta h}{\sqrt{N}} \phi\left(z_\alpha\right) + 1 - \Phi\left(z_\alpha\right) \right] + I(N).
\]

A larger \(z_\alpha\) increases the type II error and decreases the type I error. Thus, it increases the part of the loss coming from strategic sellers and decreases the one coming from honest sellers, as before.

Another important instrument that the authority might consider is the size of the damages. We have assumed that the fine imposed on a seller who has been found guilty is equal to the estimated bias \(\hat{\beta}\). Suppose now that it is multiplied by \(c\), the share of credulous consumers which are harmed in the equilibrium, and parameter \(d\). If \(d > 1\), this is the case of punitive (or exemplary) damages often used in common law countries. In the US, both the frequency and the magnitude of punitive damages verdicts have increased dramatically in recent years (Sunstein et al., 2002). If \(d < 1\), it may reflect the fact that some cases are not followed due to the limited resources of the authority or are terminated because of procedural errors. The costs in (4) are then multiplied by \(dc\), so equilibrium bias and noise (5) become

\[
\beta^*_d = \frac{\sigma}{\sqrt{N} z_\alpha} \sqrt{\frac{1 - cd\lambda}{c(d\lambda - 1)}}.
\]

\(^{18}\) A guilty seller is acquitted when \(\frac{\beta}{\eta/\sqrt{N}} < z_\alpha\), where \(\hat{\beta} \sim N\left(\beta, \frac{\sigma^2}{N}\right)\). In equilibrium, this happens with probability \(\Phi\left(z_\alpha - \frac{1}{z_\alpha}\right)\).
and $\eta^*_d = \sigma \sqrt{\frac{1 - ed\lambda}{e(d\lambda - 1)}}$. As expected, a higher $d$ leads to the lower equilibrium bias (and noise). However, a higher $d$ also increases the fine imposed on honest sellers and, hence, the authority trades off the deterrence effect of higher fines against larger erroneous fines endured by honest sellers.

Finally, the authority may want to expend resources to educate consumers, thereby reducing the share of credulous consumers $c$. For example, in several countries government bodies promote financial literacy such as The Financial Literacy and Education Commission in the US, The Money Advice Service in the UK and The Australian Securities and Investments Commission in Australia. When the share of strategic sellers (lower $h$) or the variance of the prior $\sigma$ are larger, the loss in consumer surplus by credulous consumers (first term in (6)) increases and the authority will then spend more resources on educating them.

## 5 Fixed price

According to OECD (2010), there are two types of consumer detriment: “Consumers will incur a loss in economic welfare if they are misled into making purchases of goods and services which they would not otherwise have made or if they pay more for the purchases than they would if they had been better informed” (p. 52). We addressed the second welfare loss in the main model in Section 2.

In this section, we address the first consumer detriment in a scenario with a fixed price and, for the ease of exposition, all buyers being rational. In many instances the price of a product is fixed at the selling stage and the buyer decides whether to buy it or not at that given price. For example, the seller may have committed to the price by publicly advertising it. Alternatively, the price may be fixed by the marketing division that operates independently from the selling division. Regulated prices are another good illustration. For instance, Brown and Minor (2014) study misconduct at the selling stage by life insurance agents who “... cannot adjust the prices faced by individual customers - this practice, called ‘rebating’, is illegal in most jurisdictions” (p. 5). Assume that price $p$ is exogenously fixed at a pre-advice stage. The buyer decides to buy if her posterior valuation of the product (1) is above $p$. The seller’s revenues are then

$$R(\beta, \eta) = p \Pr \left\{ \left( \frac{s - \hat{\beta}}{\sigma^2 + \eta^2} \right) \sigma^2 + \mu \eta^2 \geq p \right\} = p \left( 1 - G \left( p + \hat{\beta} + (p - \mu) \frac{\eta^2}{\sigma^2} \right) \right)$$ (7)
The seller’s costs are unchanged and given by (4).\textsuperscript{19}

Consider first the case where the price is exogenously fixed at the mean level $\mu$.

**Proposition 3** When $p = \mu > 0$, the equilibrium bias and noise are\textsuperscript{20}

$$
\beta_p^* = \sqrt{\max \left\{ \frac{\mu^2}{2\pi\lambda^2} - \sigma^2, 0 \right\}} \quad \text{and} \quad \eta_p^* = \sqrt{\max \left\{ \frac{\mu^2}{2\pi\lambda^2} - \sigma^2, 0 \right\}}.
$$

The bias-to-noise ratio, $\frac{\beta_p^*}{\eta_p^*}$, is the same as in the price discrimination setting and equals to $\frac{1}{z_\alpha \sqrt{N}}$.

Since the price is fixed, the goal of the seller is to increase the probability of selling, which means convincing the marginal buyer (the one whose posterior is equal to the price). The bias unambiguously increases the probability of selling and its marginal effect on the revenues is the price times the probability of encountering the marginal buyer $g(\mu + \beta) = \frac{1}{\sqrt{\sigma^2 + \eta^2}} \phi(0)$. The noise decreases the weight of the signal in the buyer’s posterior valuation. It increases the probability of selling if the buyer overestimates the bias and decreases it otherwise. In the equilibrium, however, the noise does not affect the seller’s revenues since the marginal buyer is the one with valuation equal to the prior mean $\mu$ and she correctly anticipates the bias; in other words, the probability of selling is equal to $\frac{1}{2}$. Thus, as in the model of Section 2, the noise can be seen as minimizing the costs for any given bias which pins down the bias-to-noise ratio, $\frac{\sqrt{N}}{\eta} = \frac{1}{z_\alpha}$. A closed-form solution can then easily be found.

The comparative statics results are summarized in the following corollary.

**Corollary 2** When $p = \mu > 0$, the equilibrium bias and noise (8) are complements in the equilibrium. They increase with the average quality $\mu$ and the standard of proof $z_\alpha$ and decrease with the variance of the prior $\sigma^2$.\textsuperscript{21} A larger sample $N$ decreases the equilibrium bias but does not affect the noise.

\textsuperscript{19}Alternatively, the fine could be proportional to the actual harm to consumers which is the difference between the price and the true match quality for those who bought the product due to the bias. However, since this harm is monotonic in the bias, such a cost function is still increasing in bias and U-shaped in noise.

\textsuperscript{20}A sufficient (but not necessary) condition for the second order conditions to hold is $z_\alpha \geq 1.09$ (i.e., $\alpha \leq 13.79\%$).

\textsuperscript{21}A sufficient (but not necessary) condition for $\frac{\partial \beta_p^*}{\partial z_\alpha} > 0$ is $z_\alpha \geq 1.29$ (i.e., $\alpha$ is less than approximately 10\%). See the proof for the exact condition.
Unlike the model of Section 2, the average quality now affects the bias and noise. A higher $\mu$ increases both the posterior expected quality and the price, so the probability of selling remains unchanged. However, an increase in $\mu$ also increases the revenue per unit sold through the increase in $p$. The increase in the profitability of the sale induces the seller to use more bias, as this increases the probability of selling. Following the increase in the bias, the noise also increases to minimize the costs of the larger bias.

The comparative statics with respect to the variance of the prior, $\sigma^2$, have the opposite sign from that in Section 3 (see Corollary 1). The intuition is the following: while $\sigma^2$ still enters the buyer’s posterior valuation, it does not affect her decision to buy. Indeed, since the price is equal to the mean valuation, the buyer buys if the signal exceeds the mean (after debiasing) and does not buy otherwise. Thus, the only effect of a higher $\sigma^2$ is to decrease the probability of the marginal buyer. Then, the marginal revenues of the bias are smaller, and the seller uses it less, and correspondingly he introduces a lower noise. In Johnson and Myatt (2006) the relationship between the buyers’ heterogeneity and the informativeness of the signal is the same: the benefits of giving precise information are higher if the buyers differ largely in their tastes and, therefore, more idiosyncratic products are complemented by detailed advertising and marketing activities.

When the standard of proof, $z_\alpha$, increases, the seller can afford to use greater noise as the probability of ending up convicted and paying a large fine decreases. A stricter standard of proof also decreases the marginal cost of biasing the advice. However, as in Section 3, greater noise also decreases the marginal revenue of the bias although through a different mechanism. Similarly to $\sigma^2$, greater noise decreases the probability of the marginal consumer and hence makes biasing the advice less profitable. However, if $z_\alpha$ is large enough, the decrease of the marginal revenues is smaller than the one of the marginal costs and the bias increases.

The intuition for the comparative statics of the sample size $N$ is the same as in Section 3. However, the mechanism behind the decrease in the marginal revenues of the bias following an increase in the noise differs. Now it is due to a decrease in the probability of the marginal buyer rather than a decrease in the attention paid to the advice.

Finally, if $\mu$ is high enough, then both the equilibrium bias and the equilibrium noise are higher than those determined in Section 3. A higher $\mu$ ($= p$) increases the marginal benefit of biasing the advice while it is constant in the price discrimination.
setting.

Consider now the case $p \neq \mu$. While we cannot obtain closed-form solutions, we still can shed light on the bias-to-noise ratio in the equilibrium.

**Proposition 4** As compared to the level when the price is equal to the average valuation $\mu$, the equilibrium bias-to-noise ratio is higher (lower) when the price is higher (lower).

When the price is different from $\mu$, the noise changes the identity of the marginal buyer since the posterior shifts towards the prior mean $\mu$. In particular, a higher noise brings the buyer’s posterior valuation closer to the mean which decreases the seller’s revenues when $p > \mu$ since the marginal consumer has the valuation above the mean and increases them when $p < \mu$ since the marginal consumer has the valuation below the mean. As a result, when $p > \mu$ the bias-to-noise ratio will be larger than the one in Section 3 and smaller when $p < \mu$. Actually, the analysis of the effects of the noise on the seller’s revenues becomes similar to the one of Johnson and Myatt (2006). The case $p > \mu$ corresponds to their “niche market”, where the seller only serves the high valuation consumers and provides them with a very precise information, and the case $p < \mu$ corresponds to their “mass market” where the seller serves most consumers and gives them little information. However, contrary to their setup where noise is costless, in our model the noise also affects the seller’s costs and, therefore, extreme noise is not optimal.

6 Conclusion

In this paper, we investigated a seller’s incentives to provide (un)informative and (un)biased advice, the resulting equilibrium communication and the optimal policy of the authority in charge of protecting consumer welfare in this market. We found that biasing the advice and making it more noisy are complements: the seller tells either an exact truth or a vague lie. For example, a higher standard of proof employed by the authority and a higher share of credulous consumers make the advice given by the seller more biased and less precise. A higher buyers’ heterogeneity has the same effect in the price discrimination setup and the opposite one when the price is fixed at the mean valuation.

We then analyzed the optimal policy of the authority. A higher standard of proof makes the fine less likely and, therefore, the equilibrium bias increases, leading
to a higher welfare loss for credulous consumers. On the other hand, it reduces the type I error, that is, the probability that an honest seller is found guilty. The optimal standard of proof trades off these two effects and is higher if there are more honest sellers, if they communicate with a higher noise, when there are less credulous consumers and if the demand is more homogenous. A higher quality of investigation, proxied by the size of the sample used by the authority, decreases both the loss of credulous consumers and the type I error but is costly. It is higher when the case is more important, in particular, when there are more credulous consumers, the demand is more heterogenous or honest sellers communicate more noisily.

In the previous version Drugov and Troya-Martinez (2012) we considered a number of extensions of the model of Section 2. We looked at the case of the unobserved noise which may come from the fine print that is typically attached to complex contracts. As found by OFT (2011), these clauses are rarely read in the moment of the purchase and they can be more or less precise. Thus, at the moment of observing the signal the buyer cannot assess how precise it is. The persuasion literature only considers the case where the buyer (or more generally, the receiver) knows the precision of the information, the only exception being Troya-Martinez (2016). While the analysis becomes technically very hard, qualitatively Proposition 1 still holds. We also looked at the case of informational externalities between two sellers selling related products. There is a disciplining effect, and equilibrium bias and noise - they are still complementary - decrease. Surprisingly, if there are also common shocks in the communication technology (that is, the error terms are correlated), the disciplining effect of the second seller can be reversed.

Finally, contributing to the literature on law and economics, we provided a micro-founded model of the signal process generated by an equilibrium continuous harmful action with endogenous informativeness which allows a detailed study of different instruments available to courts. We hope that this framework will be used in the future to enrich existing models of litigation.

Appendix

Proof of Lemma 1. The first derivative of (4b) with respect to $\beta$ is

$$
\frac{\partial C (\beta, \eta)}{\partial \beta} = 1 - \Phi \left( z_\alpha - \frac{\beta \sqrt{N}}{\eta} \right) + z_\alpha \Phi \left( z_\alpha - \frac{\beta \sqrt{N}}{\eta} \right)
$$

(9)
and it is always positive. The first derivative of (4b) with respect to \( \eta \) is
\[
\frac{\partial C(\beta, \eta)}{\partial \eta} = \frac{1}{\sqrt{N}} \phi \left( z_\alpha - \frac{\beta \sqrt{N}}{\eta} \right) \left[ 1 - \frac{\beta \sqrt{N}}{\eta} z_\alpha \right]
\]
and it is negative for \( \eta < \beta \sqrt{N} z_\alpha \) and positive for \( \eta > \beta \sqrt{N} z_\alpha \).

**Proof of Proposition 1.** The first-order conditions of the seller’s problem with respect to \( \beta \) and \( \eta \), respectively, are
\[
(1-c) \frac{\sigma^2}{\sigma^2 + \eta^2} + c - \left( 1 - \Phi \left( z_\alpha - \frac{\beta \sqrt{N}}{\eta} \right) + z_\alpha \phi \left( z_\alpha - \frac{\beta \sqrt{N}}{\eta} \right) \right) = 0 \tag{10a}
\]
\[
- (1-c) \left( \beta - \tilde{\beta} \right) \frac{2 \eta \sigma^2}{(\sigma^2 + \eta^2)^2} - \frac{1}{\sqrt{N}} \phi \left( z_\alpha - \frac{\beta \sqrt{N}}{\eta} \right) \left[ 1 - \frac{\beta \sqrt{N}}{\eta} z_\alpha \right] = 0 \tag{10b}
\]

In the equilibrium \( \beta = \tilde{\beta} \) and from (10b) \( \frac{\beta \sqrt{N}}{\eta} = \frac{1}{z_\alpha} \). Plug this into (10a) to obtain \( \eta^* \) and then \( \beta^* \).

To check the second-order conditions, differentiate (10a) with respect to \( \beta \) to obtain \( \frac{\partial^2 \Pi}{\partial \beta^2} \) and (10b) with respect to \( \eta \) and \( \beta \) to obtain \( \frac{\partial^2 \Pi}{\partial \eta \partial \beta} \) and \( \frac{\partial^2 \Pi}{\partial \eta^2} \), respectively (denote \( \phi_C = \phi \left( z_\alpha - \frac{\beta \sqrt{N}}{\eta} \right) \))
\[
\frac{\partial^2 \Pi}{\partial \beta^2} = -\frac{\sqrt{N}}{\eta} \phi_C \left( 1 - \frac{\beta \sqrt{N}}{\eta} z_\alpha + z_\alpha^2 \right)
\]
\[
\frac{\partial^2 \Pi}{\partial \eta^2} = - (1-c) \left( \beta - \tilde{\beta} \right) 2 \frac{\sigma^2}{(\sigma^2 + \eta^2)^2} - \frac{2 \beta \sqrt{N}}{\eta^3} \phi_C \left( 1 - \frac{\beta \sqrt{N}}{\eta} z_\alpha + z_\alpha^2 \right)
\]
\[
\frac{\partial^2 \Pi}{\partial \eta \partial \beta} = - (1-c) \frac{2 \eta \sigma^2}{(\sigma^2 + \eta^2)^2} + \frac{\beta \sqrt{N}}{\eta^2} \phi_C \left( 1 - \frac{\beta \sqrt{N}}{\eta} z_\alpha + z_\alpha^2 \right)
\]

In the equilibrium \( \beta = \beta^* = \tilde{\beta} \) and \( \frac{\beta^* \sqrt{N}}{\eta^*} = \frac{1}{z_\alpha} \) so these derivatives become (\( \phi_C^* = \phi \left( z_\alpha - \frac{1}{z_\alpha} \right) \))
\[
\frac{\partial^2 \Pi}{\partial \beta^2} = -\frac{\sqrt{N}}{\eta^*} \phi_C^* z_\alpha^2 < 0
\]
\[
\frac{\partial^2 \Pi}{\partial \eta^2} = -\frac{\beta^* \sqrt{N}}{\eta^3} \phi_C^* z_\alpha^2 < 0
\]
\[
\frac{\partial^2 \Pi}{\partial \eta \partial \beta} = - (1-c) \frac{2 \eta^* \sigma^2}{(\sigma^2 + \eta^*)^2} + \frac{\beta^* \sqrt{N}}{\eta^2} \phi_C^* z_\alpha
\]
Check that the determinant of the Hessian is positive:

\[
\frac{\partial^2 \Pi}{\partial \beta^2} \frac{\partial^2 \Pi}{\partial \eta^2} = \left( \frac{\partial^2 \Pi}{\partial \eta \partial \beta} \right)^2 = \frac{\beta^*}{\eta^*} \frac{\phi_C^2 z_\alpha}{\phi_C^2} - \left( 1 - c \right) \frac{2\eta^* \sigma^2}{(\sigma^2 + \eta^2)^2} \left( 1 - c \right) \frac{\eta^* \sigma^2}{(\sigma^2 + \eta^2)^2} \left( \phi_C^* z_\alpha - \left( 1 - c \right) \lambda \right)
\]

The curve \( \phi_C^* z_\alpha - \left( 1 - c \right) \lambda \) has a negative slope in \((z_\alpha, c)\) space. Hence, a lower \( z_\alpha \) or a higher \( c \) help to make the determinant positive. In particular, it is positive if \( z_\alpha < 2.436 \), i.e., \( \alpha > 0.75\% \), and any \( c \) and it is positive if \( c > 0.07 \) and any \( z_\alpha \).

Finally, note that these are the second-order conditions at the extremum. In our candidate equilibrium, i.e., if the seller’s bias and buyer’s conjecture is \( \beta^* \) and the noise is \( \eta^* \), the seller earns \( \mu + c \beta^* \) minus the costs. Potentially, when \( c \) is small enough he might prefer to deviate in the following way: stop the communication by introducing infinite noise, in which case the rational buyers disregard the signal and still pay \( \mu \) on average, and introduce a negative bias in order to decrease the costs. However, the assumption on the provision of some minimal information, that is, an upper bound on noise, rules out this deviation.

**Proof of Proposition 2. Interior optimal policy.** Let us first show that the optimal policy is interior.

Start with \( z_\alpha^* \). Since \( \lambda (0) = 1 \), \( \lambda (+\infty) = 0 \) and \( \lambda (z) \) is strictly decreasing in \( z \), there is a unique solution to \( \lambda (z) = c \); denote it \( z_{\text{max}} \). We first show that the optimal standard of proof \( z_\alpha^* \in (0, z_{\text{max}}) \). Take the first derivative of \( L \) with respect to \( z_\alpha \):

\[
\frac{\partial L}{\partial z_\alpha} = \frac{(1 - h) c \sigma}{\sqrt{N}} \frac{1}{\sqrt{1 - \lambda} (1 - c)} \left[ \frac{z_\alpha}{2} \phi(z_\alpha - \frac{1}{z_\alpha}) \frac{1 - c}{\lambda - c} - \frac{1 - \lambda}{z_\alpha^2} \right] - h \eta h \frac{\phi(z_\alpha)}{\sqrt{N}} z_\alpha \phi(z_\alpha) \tag{12}
\]

When \( z_\alpha \to z_{\text{max}} \), \( \frac{1}{z_\alpha} \to +\infty \) and, therefore, optimal \( z_\alpha^* < z_{\text{max}} \).

The case \( z_\alpha \to 0 \) is more involved. We need the facts that \( \frac{\partial \phi(z_\alpha - \frac{1}{z_\alpha})}{\partial z_\alpha} = -z_\alpha \left( 1 - \frac{1}{z_\alpha^2} \right) \phi(z_\alpha - \frac{1}{z_\alpha}) \) and \( \frac{\partial \phi}{\partial z_\alpha} = -z_\alpha^2 \phi(z_\alpha - \frac{1}{z_\alpha}) \) and the following lemma:

**Lemma 2** \( \lim_{z_\alpha \to 0} \frac{\phi(z_\alpha - \frac{1}{z_\alpha})}{z_\alpha} = 0 \).

**Proof.** \( \phi(z_\alpha - \frac{1}{z_\alpha}) = \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} (z_\alpha - \frac{1}{z_\alpha})^2} \). Thus, \( \lim_{z_\alpha \to 0} \phi(z_\alpha - \frac{1}{z_\alpha}) = 0 \) and the result follows for \( x \leq 0 \).
Consider now \( x > 0 \). Substituting \( y = \frac{1}{z_\alpha} \) yields

\[
\lim_{z_\alpha \to 0} \phi \left( z_\alpha - \frac{1}{z_\alpha} \right) = \lim_{y \to +\infty} y^\alpha \phi \left( \frac{1}{y} - y \right) = \frac{1}{\sqrt{2\pi}} \lim_{y \to +\infty} \frac{y^x}{e^{\frac{1}{2}(\frac{1}{y} - y)^2}}.
\]

Use l’Hôpital’s rule to transform the last expression into

\[
\frac{1}{\sqrt{2\pi}} \lim_{y \to +\infty} \frac{xy^{x-1}}{y \left( 1 - \frac{1}{y} \right)} e^{\frac{1}{2}(\frac{1}{y} - y)^2} = \frac{1}{\sqrt{2\pi}} x \lim_{y \to +\infty} \frac{1}{y^{x-2}} e^{\frac{1}{2}(\frac{1}{y} - y)^2}.
\]

Repeating l’Hôpital’s rule until the numerator inside the limit is \( y \) to a negative power leads to the result.

**Corollary 3** \( \lim_{z_\alpha \to 0} \frac{z_\alpha^\alpha \phi^\alpha(z_\alpha - \frac{1}{z_\alpha})}{1 - \lambda} = \lim_{z_\alpha \to 0} \frac{1 - \lambda}{z_\alpha^n} = 0 \) for any \( x \) and \( n > 1 \).

**Proof.** Using l’Hôpital’s rule for both limits

\[
\lim_{z_\alpha \to 0} \frac{z_\alpha^x \phi^\alpha(z_\alpha - \frac{1}{z_\alpha})}{1 - \lambda} = \lim_{z_\alpha \to 0} \frac{x z_\alpha^{x-1} \phi^\alpha(z_\alpha - \frac{1}{z_\alpha}) - z_\alpha^x n z_\alpha \left( 1 - \frac{1}{z_\alpha} \right) \phi^\alpha(z_\alpha - \frac{1}{z_\alpha})}{x z_\alpha^{x-1} \phi^\alpha(z_\alpha - \frac{1}{z_\alpha})}
\]

\[
= \lim_{z_\alpha \to 0} z_\alpha^{x-3} \left( x - n z_\alpha^2 \left( 1 - \frac{1}{z_\alpha^2} \right) \right) \phi^{n-1}(z_\alpha - \frac{1}{z_\alpha}) = 0
\]

and

\[
\lim_{z_\alpha \to 0} \frac{1 - \lambda}{z_\alpha^n} = \lim_{z_\alpha \to 0} \frac{z_\alpha^2 \phi^\alpha(z_\alpha - \frac{1}{z_\alpha})}{x z_\alpha^{x-1} \phi^\alpha(z_\alpha - \frac{1}{z_\alpha})} = 0,
\]

where the last equalities in each case follow from Lemma 2. ■

The first term in (12) is zero since \( \lim_{z_\alpha \to 0} \frac{z_\alpha \phi(z_\alpha - \frac{1}{z_\alpha})}{\sqrt{1 - \lambda}} = \lim_{z_\alpha \to 0} \frac{1 - \lambda}{z_\alpha^n} = 0 \) by Corollary 3. Hence, \( \lim_{z_\alpha \to 0} \frac{\partial L}{\partial z_\alpha} = 0 \). Then, compute the second derivative

\[
\frac{\partial^2 L}{\partial z_\alpha^2} = \frac{(1 - h) \sigma}{\sqrt{\lambda}} \left( \frac{1 - c}{2} \sqrt{\frac{1}{1 - (1 - \lambda)(\lambda - c)}} \left( 1 - z_\alpha^2 + \frac{1}{z_\alpha^2} - \frac{z_\alpha^2 (4 \lambda - 3 - c)}{2 (1 - \lambda)(\lambda - c)} \phi(z_\alpha - \frac{1}{z_\alpha}) \right) \right)
\]

\[
+ \frac{2}{z_\alpha^2} \sqrt{\frac{1 - (1 - c)}{\lambda^2} - (1 - c)} \phi(z_\alpha - \frac{1}{z_\alpha}) \phi(z_\alpha - \frac{1}{z_\alpha}) - h \frac{\eta_\alpha}{\sqrt{\lambda}} \phi(z_\alpha) (1 - z_\alpha^2).
\]

Corollary 3 applies to all the terms in the first two lines of (13). Hence, \( \lim_{z_\alpha \to 0} \frac{\partial^2 L}{\partial z_\alpha^2} = -h \frac{\eta_\alpha}{\sqrt{\lambda}} \phi(0) < 0 \). Since \( \lim_{z_\alpha \to 0} \frac{\partial L}{\partial z_\alpha} = 0 \), \( \frac{\partial L}{\partial z_\alpha} < 0 \) in a neighborhood of zero and \( z_\alpha^* > 0 \).

Now, we show that \( N^* \) is interior. Denote by \( L_{+N}^* \) the value of the two first terms in the loss function (6) at \( z_\alpha^* \) multiplied by \( \sqrt{\lambda} \) (note that \( z_\alpha^* \) does not depend on
\( N \) since it cancels out in (12). The first-order condition with respect to \( N \) can be written as

\[
\frac{1}{2} L_{-N}^* = I'(N) N^{\frac{3}{2}}.
\]

The left-hand side is positive and constant (in terms of \( N \)), while the right hand side is strictly increasing from zero to infinity since \( I'(N) > 0 \) and \( I'' \geq 0 \).\(^{22}\) Thus, there is a unique and interior solution \( N^* \).

**Comparative statics of** \( z^*_\alpha \). Taking the total derivative of the first-order condition \( \frac{\partial L}{\partial z_\alpha} = 0 \) at \((z^*_\alpha, N^*)\) with respect to some parameter \( p \), we get

\[
\frac{\partial^2 L}{\partial z_\alpha \partial p} + \frac{\partial^2 L}{\partial z_\alpha^2} \frac{\partial z^*_\alpha}{\partial p} + \frac{\partial^2 L}{\partial z_\alpha \partial N} \frac{\partial N^*}{\partial p} = \frac{\partial^2 L}{\partial z_\alpha \partial p} + \frac{\partial^2 L}{\partial z_\alpha^2} \frac{\partial z^*_\alpha}{\partial p} = 0,
\]

where the first equality follows from \( \frac{\partial^2 L}{\partial z_\alpha \partial p} = 0 \) at \( z^*_\alpha \) since \( \frac{\partial L}{\partial z_\alpha} \) is multiplicative in \( N \), see (12).

Then, \( \frac{\partial z^*_\alpha}{\partial p} \) has the opposite sign of \( \frac{\partial^2 L}{\partial z_\alpha \partial p} \) since \( \frac{\partial^2 L}{\partial z_\alpha^2} \) is positive.

Using (12), it is easy to see that \( \frac{\partial^2 L}{\partial z_\alpha \partial \sigma} > 0 \), \( \frac{\partial^2 L}{\partial z_\alpha \partial \eta_h} < 0 \) and \( \frac{\partial^2 L}{\partial z_\alpha \partial \sigma h} > 0 \). For the effect of \( c \), note that both \( \frac{\partial^2 L}{\partial z_\alpha \partial \sigma} \) and \( \frac{\partial^2 L}{\partial z_\alpha \partial \sigma h} \) increase in \( c \) and, hence, \( \frac{\partial^2 L}{\partial z_\alpha \partial \sigma c} > 0 \).

**Comparative statics of** \( N^* \). Analogously to the case of \( z^*_\alpha \), \( \frac{\partial N^*}{\partial p} \) has the opposite sign of \( \frac{\partial^2 L}{\partial N \partial p} \). The sign of \( \frac{\partial^2 L}{\partial N \partial p} \) is opposite to the one of \( \frac{\partial L^*_N}{\partial p} \). It is easy to see that \( \frac{\partial L^*_N}{\partial c} > 0 \), \( \frac{\partial L^*_N}{\partial \sigma} > 0 \) and \( \frac{\partial L^*_N}{\partial \eta_h} > 0 \). The effect of \( h \) is given by

\[
\frac{\partial L^*_N}{\partial h} = -c\sigma \frac{1}{z_\alpha} \sqrt{1 - \frac{\lambda}{\lambda - c} + \eta_h \phi(z_\alpha)}.
\]

When \( h \) is low enough, \( \frac{\partial L^*_N}{\partial h} > 0 \) since the authority cares most about decreasing the bias and sets low \( z_\alpha \) letting the type I error to be high. When \( h \) is high enough the opposite happens and \( \frac{\partial L^*_N}{\partial h} < 0 \). Let us take the second derivative

\[
\frac{\partial^2 L^*_N}{\partial h^2} = \left(- \frac{\partial}{\partial z_\alpha} \left(c \sigma \frac{1}{z_\alpha} \sqrt{1 - \frac{\lambda}{\lambda - c} + \eta_h \phi(z_\alpha)} \right) + \frac{\partial}{\partial z_\alpha} \eta_h \phi(z_\alpha) \right) \frac{\partial z^*_\alpha}{\partial h}.
\]

Both terms in brackets are negative while \( \frac{\partial z^*_\alpha}{\partial h} \) is positive. \( L^*_N \) is then concave in \( h \) and reaches the maximum at some \( \bar{h} \in (0, 1) \), so \( \frac{\partial L^*_N}{\partial h} \geq 0 \) when \( h \leq \bar{h} \).

**Proof of Proposition 3.** The first-order conditions of the seller’s problem to maximize revenues (7) minus costs (4) with respect to \( \beta \) and \( \eta \), respectively, are

\(^{22}\)Condition \( I'' \geq 0 \) is sufficient but not necessary. What we really need is that \( I'(N) N^{\frac{3}{2}} \) is increasing, that is, \( I(N) \) can be concave but not “too much”.
(denote $\Phi_C = \Phi \left( z_\alpha - \frac{\beta \sqrt{N}}{\eta} \right)$ and $\phi_C = \phi \left( z_\alpha - \frac{\beta \sqrt{N}}{\eta} \right)$)

\[
\begin{align*}
\mu g \left( \mu + \tilde{\beta} \right) - (1 - \Phi_C + z_\alpha \phi_C) & = 0 \quad (14a) \\
-\mu \eta g \left( \mu + \tilde{\beta} \right) \frac{\beta - \tilde{\beta}}{\sigma^2 + \eta^2} - \frac{1}{\sqrt{N}} \phi_C \left( 1 - \frac{\beta \sqrt{N}}{\eta} - z_\alpha \right) & = 0 \quad (14b)
\end{align*}
\]

In the equilibrium, $\beta = \tilde{\beta}$. From (14b) $\frac{\beta \sqrt{N}}{\eta} = \frac{1}{z_\alpha}$ as in Section 3. Plug this into (14a) to obtain $\eta_p^*$ and then $\beta_p^*$.

To check the second-order conditions, we differentiate (14a) with respect to $\beta$ and $\eta$ to obtain $\frac{\partial^2 \Pi}{\partial \beta^2}$ and $\frac{\partial^2 \Pi}{\partial \eta \partial \beta}$, respectively and (14b) with respect to $\eta$ to obtain $\frac{\partial^2 \Pi}{\partial \eta^2}$:

\[
\begin{align*}
\frac{\partial^2 \Pi}{\partial \beta^2} & = \mu g \left( \mu + \tilde{\beta} \right) \frac{\tilde{\beta} - \beta}{\sigma^2 + \eta^2} - \frac{\sqrt{N}}{\eta} \phi_C \left( 1 + z_\alpha \left( z_\alpha - \frac{\beta \sqrt{N}}{\eta} \right) \right) \\
\frac{\partial^2 \Pi}{\partial \eta^2} & = -\mu g \left( \mu + \tilde{\beta} \right) \frac{\beta - \tilde{\beta}}{\sigma^2 + \eta^2} \left[ 1 + \eta^2 \left( \frac{\tilde{\beta} - \beta}{\eta^2 + \eta^2} - 3 \left( \frac{\eta^2}{\eta^2 + \eta^2} \right)^2 \right) \right] \\
& \quad - \frac{\beta^2 \sqrt{N}}{\eta^2} \phi_C \left[ 1 + z_\alpha \left( z_\alpha - \frac{\beta \sqrt{N}}{\eta} \right) \right] \\
\frac{\partial^2 \Pi}{\partial \eta \partial \beta} & = \mu g \left( \mu + \tilde{\beta} \right) \frac{(\tilde{\beta} - \beta)^2}{\sigma^2 + \eta^2} + \frac{\beta \sqrt{N}}{\eta^2} \phi_C \left( 1 + z_\alpha \left( z_\alpha - \frac{\beta \sqrt{N}}{\eta} \right) \right)
\end{align*}
\]

In equilibrium, $\beta = \beta_p^* = \tilde{\beta}$ and $\frac{\beta \sqrt{N}}{\eta_p^*} = \frac{1}{z_\alpha}$ so these derivatives become ($\phi_C^* = \phi \left( z_\alpha - \frac{1}{z_\alpha} \right)$)

\[
\begin{align*}
\frac{\partial^2 \Pi}{\partial \beta^2} & = -\frac{z_\alpha^2 \sqrt{N}}{\eta_p^*} \phi_C^* < 0 \\
\frac{\partial^2 \Pi}{\partial \eta^2} & = -\frac{z_\alpha \beta_p^*}{\eta_p^*} \phi_C^* < 0 \\
\frac{\partial^2 \Pi}{\partial \eta \partial \beta} & = -\mu \eta_p^* g \left( \mu + \beta_p^* \right) \frac{1}{\sigma^2 + \eta_p^2} + \frac{z_\alpha}{\eta_p^*} \phi_C^*
\end{align*}
\]
The determinant of the Hessian, \( \frac{\partial^2 \Pi}{\partial \beta^2} \frac{\partial \Pi}{\partial \eta^2} - \left( \frac{\partial^2 \Pi}{\partial \eta \partial \beta} \right)^2 \), is equal to

\[
\begin{align*}
\frac{z_0^2}{\eta_p^*} & \frac{\sqrt{N}}{\eta_p^*} z_0^* \phi_C^* \phi_C^* - \left( \frac{z_0^* \phi_C^* - \mu \eta_p^* g(\mu + \beta_p^*)}{\sigma^2 + \eta_p^2} \right)^2 \\
& = 2 \frac{\mu g(\mu + \beta_p^*)}{\sigma^2 + \eta_p^2} z_0^* \phi_C^* - \left( \frac{\mu \eta_p^* g(\mu + \beta_p^*)}{\sigma^2 + \eta_p^2} \right)^2 \\
& = \frac{\mu g(\mu + \beta_p^*)}{2z_0^* \phi_C^*} \left[ \frac{\eta_p^2 \lambda}{\sigma^2 + \eta_p^2} \right] \\
& = \frac{g(\mu + \beta_p^*)}{\mu} \left( 2\pi \lambda^3 \sigma^2 - \mu^2 \left[ 1 - \Phi_C^* - z_0^* \phi_C^* \right] \right)
\end{align*}
\]

In Figure 1 we plot the parameter range for which it is positive and, therefore, the second-order conditions are satisfied. In particular, they are satisfied if \( z_0 \geq 1.09 \) (i.e., \( \alpha \leq 13.8\% \)), in which case \( 1 - \Phi_C^* - z_0^* \phi_C^* < 0 \). ■

**Proof of Corollary 2.** Consider the effect of \( z_0 \). Since \( \frac{\partial \lambda}{\partial z_0} = -z_0^2 \phi_C^* < 0 \), \( \frac{\partial \eta_p^*}{\partial z_0} > 0 \). The effect on the equilibrium bias is more involved:

\[
\frac{\partial \beta_p^*}{\partial z_0} = \sqrt{\frac{\mu^2}{2\pi \lambda^2} - \sigma^2} \left[ \frac{\mu z_0^* \phi_C^*}{\lambda \left( \mu^2 - 2\pi \lambda^2 \sigma^2 \right)} - 1 \right].
\]

Since \( \frac{\mu^2}{\sigma^2 2\pi} > \lambda^2 \) for the bias to be positive, \( \frac{\partial \beta}{\partial z_0} \) is positive if:

\[
2\pi \lambda^3 \sigma^2 > \mu^2 \left[ \lambda - z_0^* \phi_C^* \right].
\]

In Figure 1 we plot the parameter range for which this inequality holds. In particular, it holds if \( z_0 \geq 1.29 \) (i.e., \( \alpha \leq 9.9\% \)) in which case \( \lambda - z_0^* \phi_C^* < 0 \).

The remaining comparative statics are straightforward. ■

**Proof of Proposition 4.** The first-order conditions of the seller’s problem with respect to \( \beta \) and \( \eta \), respectively, are

\[
pg(\bar{\pi}) - \left( 1 - \Phi \left( \frac{z_0 - \beta \sqrt{N}}{\eta} \right) + z_0 \phi \left( \frac{z_0 - \beta \sqrt{N}}{\eta} \right) \right) = 0 \quad (16a)
\]

\[
-pg(\bar{\pi}) \left[ \frac{\beta - \tilde{\beta}}{\sigma^2 + \eta^2} + \frac{p - \mu}{\sigma^2} \right] - \frac{1}{\sqrt{N}} \phi \left( \frac{z_0 - \beta \sqrt{N}}{\eta} \right) \left[ 1 - \frac{\beta \sqrt{N}}{\eta} z_0 \right] = 0 \quad (16b)
\]

where \( \bar{\pi} = p + \tilde{\beta} + (p - \mu) \frac{z_0^2}{\sigma^2} \). In the equilibrium, \( \beta = \tilde{\beta} \). If \( p > (\mu \mu) \) then \( \frac{1}{\sqrt{N z_0}} < (>) \frac{\beta}{\eta} \) in order for (16b) to hold. ■
Figure 1: In both shaded areas the second-order conditions are satisfied and $\beta_p^*$ and $\eta_p^*$ are positive, that is, $\frac{\mu^2}{2\pi} - \sigma^2 > 0$. In the dark shaded area $\frac{\partial \beta_p^*}{\partial z_0}$ is positive.
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